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ABSTRACT
Understanding the factors that affect the productivity of software developers and may cause productivity variations among individuals and projects is important for anyone interested in improving software engineering performance and estimates, and in particular for users of high-maturity processes, such as the Personal Software Process (PSP) and the Team Software Process (TSP). In order to contribute to the understanding of the personal and non-personal factors that affect productivity, we analyzed the data from more than 3000 developers that concluded successfully the 10 projects of the PSP for Engineers I/II training course. Regarding non-personal factors, by conducting a detailed per-phase analysis, we found significant variations of productivity among projects that can be partially explained by process changes. Regarding personal factors, we found significant variations among individuals that can be partially explained by personal experience.
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1. Introduction
Software engineers are faced with the need to develop increasingly complex software systems with increasing quality, agility and efficiency, but many lack the self-management skills that, together with the more technical skills, are needed to succeed. The Personal Software Process (PSP) [1] is an example of a process framework that was specifically designed by the Software Engineering Institute (SEI) to help individual software engineers improve their performance and become effective team members following the additional team building and team management practices of the Team Software Process (TSP). The PSP embodies a rich measurement framework and a set of effective project management, quality management and process improvement practices. These practices are introduced stepwise in a training environment, where the engineers have to complete a sequence of small projects, applying increasingly elaborated process versions or levels. In the classic "PSP for Engineers I/II" version of the training course there are 10 projects (the same for all individuals) and 6 process levels. By the end of the training, and at regular times afterwards, PSP developers should analyze their gathered project data to understand their current performance and decide on improvement actions. However, little tool support exists to help PSP developers in that kind of analysis, which is problematic because of the amount of data to analyze and of the expert knowledge required.

To overcome that problem, we are conducting a research project which goal is to develop models and tools to help PSP students and practitioners analyze their performance, namely, identify performance problems, root causes and possible improvement actions. In previous work [2][3][4], we identified a set of factors affecting directly or indirectly the time estimation performance, together with indicators and recommended values for all the variables involved. In order to arrive at a similar model for the productivity performance, the main goal of this paper is to determine which factors affect the productivity of PSP developers, based on the analysis of the PSP for Engineers I/II course data. The knowledge of those factors may be of interest not only for performance analysis and improvement, but also for improving project estimates.

The rest of the paper is organized as follows. After a short review of the state of the art related with the specific goals and context of this paper in section 2, we clarify the research questions and methods in section 3. After providing some background information needed to interpret the data regarding the PSP and the PSP for Engineers I/II course in section 4, we present the main results of the analysis and contributions of this paper in sections 5 (for non-personal factors) and 6 (for personal factors). We conclude the paper in section 7 with a summary of major findings and points for future work.

2. State of the Art
In this section we review productivity measures and factors affecting productivity mentioned in the literature.

Software development productivity is usually measured in function points per time unit or lines of code (LOC) per time unit [5][6][7]. However, both productivity measurement techniques have some limitations. On one hand, the measurement of function points remains subjective even after the completion of the software development project. On the other hand, productivity measures based on LOC have limitations due to the lack of counting standards and the dependence on the programming
language [8]. In our case study, considering the base measures gathered in the PSP, we used LOC/hour as the productivity measure of individual engineers. Whilst the usage of this metric may be criticized for comparing the productivity of different engineers, particularly when they use different programming languages, that's not the main purpose in the PSP. Instead, it is used mainly to analyze the evolution of personal productivity along a sequence of projects, and to estimate personal development effort based on the personal historical productivity and a size estimate for the current project. The PSP effort estimation approach is based on the observation that is, although there are significant differences of productivity between developers, each developer tends to have a stable productivity [1].

Regarding factors affecting productivity, from previously published studies [9], it is known that the engineers’ productivity during the PSP training decreases in the first projects and recovers in the last projects. An explanation that is usually mentioned [10] is that the initial decrease is caused by the introduction of process changes, and recovery occurs as the new processes or process components are practiced. But, to our knowledge, there is a lack of detailed studies providing evidence in favor of that explanation. Besides that, significant variations of productivity among individuals are often observed [11], but, to our knowledge, no detailed studies exist that analyze the causes of those variations in the context of the PSP.

In a broader context, several factors affecting individual developers productivity are mentioning in the literature, such as process used [12], size of the software [8], year and hardware [13], generation of programming languages [14], experience of programmers [15], and task complexity [7]. However, few quantitative studies exist (such as [16]) in support of some of the claims.

3. Research Questions and Methods

Considering the motivation previously stated, we aim at answering the following research questions and sub-questions:

- **RQ1**: What non-personal factors affect the evolution of overall productivity and productivity per phase of PSP developers during their PSP training projects?
  - **RQ1.1**: Do process changes affect productivity?
  - **RQ1.2**: Do other project characteristics affect productivity?
- **RQ2**: What personal factors may explain productivity variations among individuals for the same projects?
  - **RQ2.1**: Does personal programming experience affect productivity?

Considering the data available, in this study productivity is measured in LOC/hour, following the PSP literature [1]. We also use the inverse of productivity in minutes/LOC. Regarding RQ1, by analyzing the evolution of the productivity per phase we expect to obtain a better understanding of the influence of process changes, since they occur in specific phases.

In order to answer the research questions, we analyzed SEI's PSP for Engineers I/II course data, including data from 31140 submissions by 3114 students for 10 projects, produced during 295 training classes occurred between 1994 and 2005.

We started by selecting the relevant tables and columns for the analysis. For each submission, we selected the following data: actual effort, actual size, estimated effort, estimated size, actual effort per phase, student number, and projects number (1 to 10). For each student, was also selected the following information: years of programming experience and size of code previously developed using the course programming language. Additional information was occasionally inspected.

The next step was to clean the data. We excluded all submissions with 0 minutes for any phase (except for optional or non-applicable phases), or with a significant discrepancy (>2 min) between the actual effort and the summation of the actual effort per phase. In the end, we had 26140 records (submissions) selected.

Subsequently, we analyzed the selected data to answer the research questions and determine the non-personal factors, as described in section 5, and the personal factors, as described in section 6. Before presenting the analysis results, we review the PSP training context in section 4.

4. PSP Training Context

Table 1 describes briefly the programming projects that are part of the PSP for Engineers I/II course and the PSP version (level) used in each project. Tables 2 and 3 describe briefly the contents of each PSP level and the process changes introduced between consecutive PSP levels.

<table>
<thead>
<tr>
<th>Project number</th>
<th>Project description</th>
<th>PSP level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mean and standard deviation calculation</td>
<td>PSP0</td>
</tr>
<tr>
<td>2</td>
<td>Size counting for a program</td>
<td>PSP0.1</td>
</tr>
<tr>
<td>3</td>
<td>Size counting for a program and its parts</td>
<td>PSP0.1</td>
</tr>
<tr>
<td>4</td>
<td>Linear regression parameters</td>
<td>PSP1</td>
</tr>
<tr>
<td>5</td>
<td>Simpson’s rule integration with normal distribution</td>
<td>PSP1.1</td>
</tr>
<tr>
<td>6</td>
<td>Prediction intervals with linear regression and t-distribution.</td>
<td>PSP1.1</td>
</tr>
<tr>
<td>7</td>
<td>Correlation and significance</td>
<td>PSP2</td>
</tr>
<tr>
<td>8</td>
<td>Sort list of pairs</td>
<td>PSP2.1</td>
</tr>
<tr>
<td>9</td>
<td>Degree to which data fits a normal distribution</td>
<td>PSP2.1</td>
</tr>
<tr>
<td>10</td>
<td>Multiple linear regression</td>
<td>PSP2.1</td>
</tr>
</tbody>
</table>
PSP levels and changes between levels: PSP0 to PSP1

<table>
<thead>
<tr>
<th>PSP level</th>
<th>Description</th>
</tr>
</thead>
</table>
| PSP0      | Baseline process for developing individual programs or components of larger systems, with the following phases:  
- PLAN: planning, including empirical effort estimates;  
- DLD: detailed design;  
- CODE: coding in the programming language chosen by each developer;  
- COMP: compile and corresponding bug fixing;  
- UT: (unit) testing and corresponding bug fixing;  
- PM: post-mortem, including the review of all gathered data.  
Defect and time (effort) logging are performed along all phases. It is expected that COMP and UT phases progressively benefit (in terms of time spent) from defect logging, because developers will become increasingly aware of their mistakes and will tend to avoid them in previous DLD and CODE phases. |

PSP0.1  
The following process phases are changed:  
- PLAN: empirical size estimation is introduced;  
- CODE: coding standards are introduced, but no significant impacts are expected regarding the amount of work;  
- PM: program size measurement (with partial tool support) and process improvement proposals (PIPs) are introduced. |

PSP1  
The following process phases are changed:  
- PLAN: empirical estimates are replaced by the PROBE estimation method, involving the identification (in a so-called conceptual design) and T-shirt sizing of parts to develop, and the derivation of size and effort estimates using historical data (with tool support);  
- UT: a simple test report is added, documenting test cases and results, without requiring significant additional work;  
- PM: counting and measurement of program parts (methods, functions, etc.) is introduced (with partial tool support).  
The following process phase is expected to benefit (in terms of effort required) from changes introduced in other phases:  
- DLD: is expected to benefit from the construction of a conceptual design in the PLAN phase. |

PSP2  
The following process phases are added, immediately after the DLD and CODE phases, respectively:  
- DLDR: design verification techniques are introduced, related with some of the logic, functional and state specification templates.  
- COMP, UT: may benefit from CR (PSP1.1 or PSP2.1).  

PSP levels and changes between levels: PSP1.1 to PSP2.1

<table>
<thead>
<tr>
<th>PSP level</th>
<th>Description</th>
</tr>
</thead>
</table>
| PSP1.1    | The following process phase is changed:  
- PLAN: task and schedule planning are introduced; however, they are only of interest for multi-day projects, which is not usually the case during the training. |

PSP2  
The following process phases are changed:  
- PLAN: quality planning is introduced, namely, estimates of review times and of defects removed before compile.  
The following process phases are expected to benefit (in terms of effort required) from changes introduced in other phases:  
- COMP, UT: may benefit from CR (PSP developers are asked to perform code reviews before compile and test). |

PSP2.1  
The following process phases are changed:  
- PLAN: prediction intervals are introduced; they are calculated automatically, so no additional work is required from the user;  
- DLD: several design specification templates are introduced (operational, logic, functional and state specification templates);  
- DLDR: design verification techniques are introduced, related with some of the design specification templates.  
The following process phase is expected to benefit, in terms of effort required, from changes introduced in other phases:  
- CODE: is expected to benefit from the introduction of design specification templates in the DLD phase. |
5. Analysis of Non-Personal Factors

In order to visualize the impact of process changes (RQ1.1) on the evolution of productivity, we computed the chart in Figure 1 from the data set. We computed the productivity per phase, instead of the overall productivity, to obtain a better insight of the influence of process changes, since they occur in specific phases. To facilitate summations and comparisons, we measured the inverse of the productivity, i.e., the normalized effort in min/LOC. In order to exclude personal factors, we computed the average for all students. For an easier visual analysis, we marked significant process changes (based on the information from Tables 1, 2, and 3) with special symbols.

A simple visual inspection of Figure 1 shows that most of the biggest changes of productivity per phase are associated with process changes, with the notable exception of the CODE and UT phases. An ANOVA test [17] confirmed that productivity changes between projects are statistically significant in all phases, with p-values round about 2e-16. To confirm where exactly the significant differences in mean productivity lay throughout the projects in all phases (comparisons of mean of consecutive projects), a Tukey’s HSD test [17] in conjunction with ANOVA was performed and detailed p-values are presented in Table 4.

Table 4

<table>
<thead>
<tr>
<th>Project</th>
<th>PLAN</th>
<th>DLD</th>
<th>DLDR</th>
<th>CODE</th>
<th>CR</th>
<th>COMP</th>
<th>UT</th>
<th>PM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>.00↑↑</td>
<td>↓</td>
<td>.00↑↑</td>
<td></td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-3</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-4</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-5</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-6</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-7</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-8</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-9</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9-10</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td>.00↑↑</td>
<td></td>
<td>.00↑↑</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Table 4, p-values less than 0.05 indicate a statistically significant difference of average normalized effort between the projects indicated in the first column, for
the phase indicated in the first row. Each cell contains the p-value followed by two arrows indicating the direction of the actual and expected variation of normalized effort per phase, respectively: ↑ - significant increase; ↓ - significant decrease; → - no significant change; θ - significant decrease or no significant change. Cells where the actual productivity evolves as expected are painted in green; the others are painted in red.

Regarding the expected variations of normalized effort per phase between consecutive projects, caused by process changes alone, we distinguished the following cases:

- ↑ - cases where there is a process change that is expected to imply significant additional work (i.e., a significant increase of normalized effort per phase);
- ↓ - cases where a process phase benefits from changes in other phase or a process step is automated, leading in both cases to less manual work in a process phase;
- θ - cases where there is no process change, but a process change of the first type was introduced recently (say, in the previous or before previous project); in these cases, one may expect a reduction of normalized effort because of learning, or at least no significant change;
- → - no process change was introduced in this or in previous two projects, so no significant change of productivity is expected.

We conclude that in 44 out of 62 cases (71%), the productivity evolves according to the expectations (green cells in Table 4), and in 18 out of 62 cases (29%), the productivity evolves differently from expected (red cells in Table 4), suggesting that there are other factors (besides process changes) which are affecting productivity behavior. All the discrepancies correspond to cases where the process is stable but nevertheless significant variations of productivity are observed, being the UT phase the most problematic one. This is not surprising, because the UT phase is often considered the less predictable one [1]. By looking at the projects descriptions in Table 1, a possible explanation for the higher normalized effort in the UT phase in projects 2 and 3 could be related with the application domain – text processing – different (and possibly more error prone) from all other projects (numerical problems). However, such explanation requires further investigation.

Figure 1 also allows us to observe the magnitude of productivity changes that occur for each process change. The most noticeable impacts occur with the changes in the PLAN phase in project 7 (introduction of quality planning) and in the DLD phase in project 8 (introduction of design templates). In both cases, the time spent in the phase affected exceeds the time spent in the Code phase.

Regarding the overall impact of the training, Figure 1 also shows that there is an increase of Design time and a decrease of Code time throughout the training, with similar values by the end of the training. There is also a significant reduction of Compile and Test time and a closer balance between appraisal (reviews) and failure (bug fixing) efforts by the end of the training.

6. Analysis of Personal Factors

In this section we aim at identifying, based on the available data, possible personal factors that explain productivity variations among individuals for the same projects (RQ2). Firstly, we’ll check whether there are groups of individuals that consistently perform better than others.

6.1 Productivity variations among individuals

Figure 2 shows the mean productivity of each group of PSP training students (G1 to G5), for the 10 projects. The groups were defined in order to stratify the students into groups of equal size according to their mean productivity throughout the 10 projects. For example, G1 contains the students with the 20% lowest values of mean productivity during the 10 projects. Figure 2 shows that: (1) there are significant differences in productivity among individuals; (2) individuals have a consistent productivity during the 10 projects (i.e., groups keep their relative position throughout the 10 projects).

The extremely small p-value (<2e-16) obtained in the ANOVA analysis (see Figure 2) confirms the hypothesis that the differences of mean productivity among the groups are statistically significant (significance threshold < 0.1%).

6.2 Impact of programming experience on productivity

In order to find an explanation for the differences among individuals, we analyzed existing data characterizing the individuals that attended the courses, namely their experience in terms of amount of code developed and years of programming experience, obtaining the charts shown in Figure 3. The labels in the horizontal axis show the classes considered for each characteristic, and the numbers immediately above indicate the number of individuals in each class. The vertical axis shows the average productivity, in LOC/hour, of the students in each class.

The results obtained show that both characteristics analyzed influence the productivity during the course, with
best values for 6-8 years of programming experience, and 20-100 KLOC previously developed in the programming language used in the course. However, these results should be taken with some caution, because the information analyzed is available only for a fraction of the students.

Figure 3. Charts showing the impact of programming experience on productivity.

For each characteristic analyzed (Years of Programming Experience and KLOC developed in the Course Programming Language), an ANOVA test confirmed (with p-values of 1.61e-08 and 2e-16, respectively) that the differences in characteristic are statistically significant, i.e., there is significant difference in productivity among classes, shown in Figure 3. A Tukey’s HSD test [17] in conjunction with ANOVA is performed to compare the mean productivity of all classes with each other for each characteristic and to find where exactly are the significant differences. The p-values representing these differences are shown in Table 5. Cells in green represent those classes which mean productivities are significantly different.

### 7. Conclusion and Future Work

Regarding non-personal factors affecting productivity, by looking into the evolution of the productivity per phase of PSP students during the PSP training, the study shows that most of the productivity variations throughout the 10 projects are associated with process changes and could be explained by those process changes. However, in a significant number of cases, we observed productivity variations in spite of a stable process.

We found that a possible explanation for some of the variations found might be attributed to a higher complexity of the application domain in some projects, but this hypothesis requires further investigation. This finding is particularly important for PSP users, because it suggests that, contrarily to what is usually assumed in PSP estimation methods, historical productivity (in LOC/hour) may be a weak estimator for productivity in subsequent projects, even in the presence of a stable development process.

Regarding personal factors, we found that the programming experience (years and amount of code developed) has a significant impact on productivity. A somewhat surprising (but understandable) result was the tendency for productivity to decrease after a certain level of years of programming experience.

As future work, we intend to build a quantitative process performance model to help identifying and ranking root causes of productivity problems (by using the model in the backward direction), and predicting the impact of improvement actions (by using the model in the forward direction).
A similar analysis for other performance indicators will be conducted based on the PSP training data.
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