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ABSTRACT
This paper proposes an optical surface reconstruction
method from multiview projectional data acquired by a
multimodality imaging instrumentation. The technique
is adapted for in vivo small animal imaging, specifically
imaging of nude mouse in the case where the influence
of CT radiation doses should be eliminated. Any poten-
tial point within the field-of-view (FOV) of a nude mouse
is evaluated by a proposed photo-consistency measure uti-
lizing sensor image information. As the superposition of
adjacent projections yields depth information for any point
within the FOV, the three dimensional (3D) surface of the
imaged object is estimated by a graph-cuts based method
through global energy minimization. The reconstructed
surface is evaluated by comparing the the reconstructed
surface and the CT volume of the nude mouse. The pro-
posed surface reconstruction method demonstrates the fea-
sibility of surface reconstruction from multiview projec-
tion, and there are still great possibilities to improve this
method.
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1 Introduction

In vivo small animal non-contact optical imaging (OI)
holds great potentials in a broad spectrum of biomedical
research [1]. However, due to the characteristics of low
energy photons (1.5 eV- 2.1 eV) resulting in severe scat-
tering and attenuation thereof in tissues, techniques in in
vivo small animal OI, whether bioluminescence imaging
(BLI), fluorescence imaging (FLI) or fluorescence medi-
ated tomography (FMT) etc., share the common character-
istic of limited tissue penetration depth [2]. Moreover, the
detected optical signals in OI are surface weighted, i.e. the
detection is greatly influenced by the viewing angle of the
data recording system [3]. Thus, classic two-dimensional
planar images without the depth information of the imaged
object are insufficient to reveal the real probe distribution
in vivo. To improve the accuracies of reporter localizations
and solve these two aforementioned problems, many efforts
have been applied with respect to multimodality imaging

strategies and optical detections from multiview projection
[2].

The utilization of a secondary imaging modality to
enhance the performance of OI has been commonly ac-
cepted due to the natural complementariness between dif-
ferent imaging techniques. Among various combinations
proposed and implemented, computed tomography (CT),
an imaging modality capable of revealing the attenuation
properties of the imaged object with respect to the X-ray
spectrum applied, is the foremost imaging approach to be
integrated with OI. This is due to that CT has a high spa-
tial resolution, and is routinely used in biomedical research
while CT/OI could be designed without consideration of
the compatibility problems compared with magnetic reso-
nance imaging (MRI) etc. . Therefore, a number of sys-
tems combining CT and optical systems are constructed,
as listed in Ref. [2]. However, this combination has also
some inherent shortcomings, especially in the aspect of ra-
diation doses introduced by CT. In some specific biomed-
ical applications the influence of radiation dosage can not
be omitted.

Alternatively, the surface of the imaged object can
be reconstructed optically using the optical camera sys-
tem (originally for the detection of emission signal) in-
stead of CT. Some imaging systems combining the infor-
mation from optical surface have used this strategy. Most
systems employ simple surface reconstruction algorithms,
e.g., the threshold based back-projection method [4]. When
using this technique, mice are generally fixed vertically to
a rotational stage at an unnatural state so that the main
part of mouse body has a convex shape because the back-
projection method cannot resolve concave surface areas. In
fact, surface reconstruction from multiview projection is a
topic originally belonging to the field of computer vision,
which has been extensively studied [5].

In this paper, we present a graph-cuts based volu-
metric surface reconstruction method for nude mice us-
ing a CT/OI multimodality imaging instrumentation [6].
The accuracy of the reconstructed surface is evaluated
by comparing the reconstructed surface with the obtained
CT volume of the imaged mouse. A comparison is also
performed between the proposed method and the back-
projection method.
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Figure 1: CT/OI bimodal imaging system. (a) photograph of the system. (b) schematic top view of the system configuration.

2 Methods

2.1 Imaging system

The instrumentation herein used for optical surface recon-
struction and evaluation is the trimodal imaging system,
cf. Fig. 1a and Fig. 1b, including an OI subsystem, a
CT subsystem, and single emission computed tomography
(SPECT) subsystem [6] (SPECT is not used in the con-
text of optical surface reconstruction, and, therefore, it is
omitted here). In the OI subsystem a light camera (ORCA-
AG, Hamamatsu Photonics, Shizuoka, Japan) is configured
with three mirrors distributing around the FOV. Thus, three
virtual views provided by three mirrors can provide a full
coverage of the FOV for the light camera, as seen in Fig.
1b. The x-ray CT (Apogee Series 500, Oxford Instruments,
Oxfordshire, UK) shares the same FOV of OI so that the
reconstructed optical surface could be compared with the
results retrieved from segmented CT data.

2.2 Optical surface reconstruction

As the visibility information of the imaged object from
multiview projections is not available, methods regardless
of self-occlusion are preferred, e.g., Refs. [7, 8]. In ad-
dition, the light camera used herein was calibrated with a
model considering the in-plane rotational angle [6], which
is different from the classic calibration model used in com-
puter vision [9]. In the Refs. [7, 8], it is assumed that there
is a virtual ray going through each voxel in object space
and the camera’s optic center. The photo-consistency mea-
sure is calculated by finding a point along the optic ray and
evaluating the similarities between the formed pixel win-
dows by the point. However, the projection matrix of the
light camera used here is not available so that the position
of camera’s optic center could not be calculated. There-
fore, the existing algorithms in computer vision cannot be
directly applied here for the optical surface reconstruction.

A different strategy is used in the step of photo-
consistency measure computation concerning the speci-
ficity of the system used. In first step the photo-consistency
measure of a voxel could be evaluated by calculating the

Figure 2: Illustration of the light camera configuration with
one of three virtual views being used. The NCC value of
voxels in object space per two projection images could be
computed using two images herein taken from camera po-
sition 1 and position 2 with a tilt angle of θ (set to be 30◦ in
this paper). Due to the self-occlusion problem, voxels that
are on the surface of the imaged object, and in the common
FOV of two cameras, as marked in blue, process bigger
NCC values than other voxels.

normalized cross correlation (NCC) using two projection
images. The NCC between the formed pixel window (Wp)
in one projection image and the pixel window (Wr) in the
other neighboring projection image by the same voxel, as
shown in Fig. 2, according to

NCC(Wp,Wr) =

∑
i,j

(Wi,j
p −Wp)(W

i,j
r −Wr)√∑

i,j

(Wi,j
p −Wp)2

√∑
i,j

(Wi,j
r −Wr)2

(1)
where Wp and Wr represent the average value of two cor-
responding pixel windows, respectively. In this paper 7×7
pixel window is used. Due to the self-occlusion problem,
only voxels that are on the surface, and in the common FOV
of two cameras, have bigger NCC value than the other vox-
els using two projection image, as illustrated in Fig. 2.
In the second the calculation is extended from using two
projection images to multiview projection images. As in-
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Figure 3: Illustration of a radial sampling process. Know-
ing that voxels on the surface and in the common FOV of
two projection images have bigger NCC values, as con-
tours marked in blue, the radial sampling is performed to
increase the contrast of reconstructed image. The sam-
pling process begins from a point of estimation inside of
the imaged object (coordinates origin here), one of which is
marked in green. Voxels on the surface have biggest NCC
value along the radial direction are remained, which could
be added up using multiview projection images, while other
voxels are omitted.

dicated in Ref. [7, 8], the direct average of NCC values
would decrease the resolving ability of surface. Thus, a ra-
dial sampling process is performed to increase the contrast
of NCC values for the calculated volume using two projec-
tion images, as shown in Fig. 3. The sampling process be-
gins from a point of estimation inside of the imaged object
in every radial direction. Voxel on the surface processing
biggest NCC value along the radial direction are remained,
which could be added up using multiview projection im-
ages, while other voxels are omitted. It is notable that the
radial sampling could be performed under the hypothesis
that in preclinical optical imaging the volume of interest is
limited [10] between thorax and abdomen, i.e., the imaged
object is with a simple geometry.

The photo-consistency measure of a voxel Vi,j,k is
calculated to be

ϕ(Vi,j,k) = exp(−µσ) (2)

where µ is a rate-of-decay parameter (set to be 0.5 in this
paper) and σ is the accumulative NCC value using mul-
tiview projection images. By calculating all the photo-
consistency measures a photo-consistency volume of the
imaged object is obtained. The problem of surface recon-
struction is applied onto the formed volume, and could be
further solved by the graph-cuts based method [11].

2.3 Reconstructed surface evaluation

To evaluate the performance of the proposed method, it is
compared with the state-of-the-art back-projection. Mean-
while two measures are used comparing the differences be-
tween the reconstructed optical surface and the segmented
CT data of the mouse. The first measure is error rate. Given

Figure 4: One reconstructed transaxial CT slice of the nude
mouse.

the segmented CT binary volume Vphantom of the imaged
object, the binary volume Vrecon via optical surface recon-
struction could be compared according to

γ = |Vphantom ⊕Vrecon|/|Vphantom| (3)

where ⊕ represents an exclusive or operation (XOR) be-
tween two binary volumes and | · | is a l1 norm operation of
binary data.

The second measure is concerning the accuracies of
reconstructed surface. The segmented CT binary volume
could be further represented by a triangle mesh, and be
used as the reference mesh for the evaluation. Provided the
triangle mesh of the reconstructed surface, which is usually
described by vertices and faces, the evaluation is conducted
by looping each vertex of reconstructed mesh and finding
the minimal distance between the fixed vertex in the recon-
structed mesh and faces from the obtained reference mesh.
The mean value and standard deviation of these minimal
distances for vertices could be used for the measurement of
dispersion between two meshes.

3 Results

The proposed method has been investigated and evaluated
using a nude mouse. First, a CT scan was conducted to
extract the surface of the nude mouse from its CT volume.
One reconstructed slice of the CT data is shown in Fig. 4.
The reconstructed CT data was segmented into binary data
(the nude mouse and the background), which is later used
as the ground truth for the evaluation of the reconstructed
surface.

Afterwards, optical images were acquired from 120
projectional angles (the step angle is set to 3◦). An exam-
ple projection image is shown in Fig. 5. Due to the specific
design of the multimodality imaging system, there are three
virtual views in each projection image. The region used for
surface reconstruction from multiview projection is marked
in red. In order to perform the back-projection method, a
semi automatic segmentation method is employed to ex-
tract the imaged mouse from the background in projection
image, as shown in Fig. 6.
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Figure 5: An example image of the nude mouse inside the
FOV of the optical system. With the use of mirrors, the
nude mouse placed in a glass tube is imaged simultaneously
by three virtual cameras. The region marked in red is used
for multiview surface reconstruction.

(a) (b)

Figure 6: An example of semi automatic segmentation for
the projection image marked by the red box in Fig. 5. In
(a) the scribbles in red and blue provide the initial informa-
tion for the nude mouse and background, respectively. The
corresponding segmented result is shown in (b). Regions in
red illustrate the result of segmentation for the nude mouse.

A volumetric surface reconstruction is then performed
on a 128 ∗ 128 ∗ 146 volume with a voxel size of 0.26mm.
A slice of volume with the same height as the previously
shown CT slice in Fig. 4 is calculated according to the
proposed photon-consistency measure, as shown in Fig.
7. The photon consistency volume is segmented by the
graph-cuts method. A comparison among the segmented
CT slice and the extract slices at the same height using
the proposed method and the back-projection method is
shown in Fig. 8. The overall error rate between the re-
constructed surface volume using the proposed method and
the CT volume is calculated to be 12.44% while the re-
sult using the back-projection method yields an error rate
of 9.70%. The measured accuracies are 0.936± 0.336mm
and 0.760±0.296mm for these two methods, respectively.

The corresponding rendered surfaces from the CT
data and the reconstructed volume are shown in Fig . 9 (a),
(b) and (c), respectively. Although some differences ex-
ist between the reconstructed surface and the ground truth,
most concave ares of the nude mouse are resolved using

Figure 7: The reconstructed trans-axial slice of photon-
consistency measure at the same height as the CT slice in
Fig. 4.

the proposed method while not using the back-projection
method, as seen in Fig. 9.

(a) (b)

(c)

Figure 8: A comparison of the reconstructed trans-axial
slices using different methods. (a) is the result from CT
segmentation. (b) is the segmented volumetric slice at the
same height using the proposed method. (c) is the slice
derived by the back-projection method.

4 Discussions

Our proposed method yields a reasonable accuracy of about
1mm, which is in agreement with the similar studies using
the back-projection method [4, 12]. The results indicate
that the overall performance of the back-projection method
is slightly better than that of the proposed method. The
main reason is that there are only a few small concave ar-
eas on the surface of nude mouse, and the improvement
using the proposed method is not so apparent. However,
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(a) (b)

(c)

Figure 9: Rendered surfaces of the imaged nude mouse us-
ing the CT segmentation data (a), the data obtained by the
proposed method in this paper (b), and the back-projection
method, respectively.

compared with the classic back-projection methods, which
require mice to be tied to rotational stages, the handle of an-
imals in the experiment (placing a mouse in a glass tube) is
comparatively easy. In addition,the proposed method does
not require extra segmentation step for projection images.
In the context of this experiment, due to the use of glass
tube as an animal holder, some parts of mouse skin re-
main attached to the glass tube. So the direct application
of back-projection is not possible because of the difficulty
for the segmentation of the mouse in projection images. A
semi segmentation method [13] is used to overcome the re-
striction. But a tremendous amount of work has to be done
drawing seed scribbles for over one hundred images, an ex-
ample of which could be seen in Fig. 6.

There are possibilities to further improve this pro-
posed approach. Firstly, the geometrical calibration of the
multimodality imaging system used is based on an off-line
strategy [6]; the last calibration of the system was per-
formed half a year ago whereas the proposed method re-
quires very accurate calibration. Secondly, in this experi-
mental study a rather faint environmental light was used to
illuminate the nude mouse. The images were acquired with
a long exposure time, which made the obtained image a bit
blurred. This could be observed by the calculated slice of
photo-consistency measure in Fig. 7. There are some gaps
in the areas which are in fact on the surface of the nude
mouse. Thirdly, we only used the information from one
virtual camera. In the future the surface might be recon-
structed using virtual view images at three different scales.

Conclusion

In conclusion, we have proposed a surface reconstruction
from multiview projection and demonstrated its feasibility
using a multimodality imaging instrumentation by experi-
mental validation.
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