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Abstract

There are some shortcomings of the traditional methods for robot
path planning, such as the local minimum problem and the low
convergence speed in the genetic algorithm (GA)-based methods.
In this paper, an improved memetic algorithm is proposed for
robot path planning. In the global search process of the proposed
memetic algorithm, a GA with variable length chromosome based
on improved two-point crossover and bacterial mutation is used to
avoid the local optimum problem. And a search method which
combines a neighbouring local search and a disorder strategy is used
in the local search process of the proposed approach to speed up the
convergence procedure. Furthermore, a dynamic module is added in
the proposed approach to deal with the path planning in dynamic
environments. Finally, some simulation and real robot experiments
are carried out and the experimental results show the efficiency and
the effectiveness of the proposed algorithm in the path planning of

mobile robots.
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1. Introduction

Path planning is one of the hot spots in the field of mobile
robots, which means finding an optimal or near optimal
collision-free path from the starting position to the target
position in an environment with obstacles [1-4]. There
have been various methods used for robot path planning,
and the classical methods include artificial potential field
methods [5], grid map representation methods [6] and
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visibility graph methods [7]. However, there are some
limitations of those traditional methods, such as the local
minimum problem in the traditional artificial potential
field methods and the complex computations in the grid
map-based methods. Recently, with the development of the
bionic technology, the bio-inspired intelligent algorithms
have been widely used in the path planning of mobile
robots [8]. The traditional bio-inspired algorithms have
been proved to have some global search capability and
parallelism, but each method has its own limitations. For
example, the genetic algorithm (GA) has the disadvantage
of slow convergence rate, large search space and premature
convergence [9]; and the computation of the general neural
network-based methods is complex and it needs a learning
process, which sometimes cannot meet the requirements of
real-time applications [10].

To deal with the problems of those traditional bio-
inspired intelligent algorithms in robot path planning,
some improvements have been proposed. For example,
Montiel et al. [11] presented a novel bacterial potential
field method for path planning; Ni et al. [12] proposed a
Q-learning algorithm based on a bio-inspired neural net-
work for robot path planning; Xue and Liu [13] presented
an improved particle swarm optimization (PSO) algorithm
for mobile robot path planning in complex indoor environ-
ment; He and Dai [14] presented an improved niched GA
for stealth corridor real-time path planning for heteroge-
neous unmanned aerial vehicles in three-dimensional (3D)
dynamic environments. These methods introduced above
have some advantages. However, much of the research is
focused on the parameters optimization, and few of them
considered the optimization problem of the whole process
for robot path planning.

Recently, the memetic algorithm has been proposed
to deal with the path planning problem, which is a novel
bio-inspired intelligent algorithm proposed to simulate the
culture evolution of human society [15], [16]. The memetic
algorithm is a combination of the swarm-based evolution-
ary global search and the individual-based heuristic local
search. However, there are some limitations in the global
and the local search process in the memetic algorithm by



using general optimization algorithms. In addition, there
are other problems that should be solved when the memetic
algorithm is used for robot path planning, such as the
environment modelling and the fitness function design.
For example, the memetic algorithm-based path planning
method in [15] used a fixed length chromosome, which is
not suitable for path planning in complex environment,
because the number of nodes in the path cannot be known
previously. To deal with these problems, an improved
memetic algorithm (IMA) is proposed in this paper. In
the proposed approach, an adaptive strategy is adopted to
find a proper length of the chromosome in the memetic
algorithm. An improved two-point crossover method is
used to improve the performance of global search. And a
neighbouring search combined with a disorder strategy is
used to accelerate the speed of local search. In addition, a
concept of risk level is introduced into the fitness function
to improve the safety and effectiveness of the proposed
path planning approach. To deal with the problem of path
planning in dynamic environments, a dynamic module is
added in the proposed approach. Finally, some simulation
and real robot experiments were conducted. The results
show that both the efficiency and the convergency speed of
the proposed approach are increased obviously.

This paper is organized as follows. Section 2 presents
the proposed improved memetic algorithm. The simula-
tion experiments for mobile robot path planning are given
in Section 3. Section 4 discusses the performance of the
proposed approach in detail. In Section 5, the proposed ap-
proach is validated in a real robot. Finally, the conclusions
are given in Section 6.

2. The Improved Memetic Algorithm

In this paper, the robot path planning based on the
memetic algorithm is studied [17], and an improved
memetic algorithm is proposed for robot path planning.
There are some significant differences between the lit-
erature and the proposed approach in this paper. For
example, the strategy of the adaptive changing length of
the chromosome and the fitness function of the proposed
approach are different from those in the literature [15];
and the whole work procedure and the disorder strategy
are different from that in the literature [18]. Here only the
improvements of the proposed approach are introduced in
detail as follows.

2.1 Environment Modelling

In this paper, the grid map is used to model the envi-
ronment for robot path planning [6]. An example of this
environment is shown in Fig. 1, where the obstacles are
denoted by grey grids and the potential path of the robot
is constructed by the grid without obstacles. In the pro-
posed memetic algorithm, the chromosome represents a
path from the start point to the goal point. To easily
realize the encoding for the chromosome, the location of
each point is denoted by a unique integer number, then
one of the chromosomes in Fig. 1 is encoded as (1, 3, 21,
22, 34, 36).
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Figure 1. An example of the environment modelled by the
grid map.

In the memetic algorithm, the number of the points
N of the path, namely the length of the chromosome, is
a very important parameter. The larger the number of
the points, the more the computational time is needed.
However, if the number of the points is too small, the path
planning task may get failed. So, it is a difficult task to
find a proper length of the chromosome for the memetic
algorithm in the task of robot path planning. In this paper,
an adaptive function is used to determine the number of
the points N. At first, an initial value of N is calculated
based on the experience and the condition of environment:

N = a + round <]]$O> * 3 (1)

G

where « is a constant number, which is decided by ex-
perience; No and Ng denote the number of the obstacle
grids and the total grids in the map, respectively; [ is a
coefficient to decide the effect of the obstacles; round{-} is
the rounding function. To further consider the effect of the
population information during the optimization process,
the initial value of NV is changed dynamically by the rule
as follows:

If condition 1 & condition 2 & condition 3 then N =N + 2
(2)

where “conditionl” is that Ngsteps > 100 and Ngeps is
the number of the iteration steps in current value of
N; “condition2” is that funin < 7 and 7 is a threshold
which is set as 90 in this paper; and “condition3” is that
(fmax — fave)/ fmax < € within 10 steps continuously and
€ is a constant number which is set as 0.1 in this paper,
Sfmax, fmin and faye are the maximum fitness, the mini-
mum fitness and the average fitness (see Section 2.2) in one
iteration step.

2.2 The Fitness Function

The fitness function is a key part in all of the evolution op-
timization algorithms. In the path planning task of mobile
robot, two most important evaluation indexes are the path
length and the safety of the robot. Recently, the energy
consumption is also considered into the path planning for
mobile robot. So in this paper, a comprehensive fitness



function is proposed, which includes three parts and is
defined as follows:

(3)

where d(p) is the path length; o(p) is the risk level of the
path; s(p) is the smoothness of the path; and the parame-
ters wgq, w,, wys are the weights for d(p), o(p) and s(p).

In this paper, d(p) is calculated by

fo(p) = wad(p) + wo0(p) + wss(p)

N
d(p) = ZDiSt(Zi, Zit1) (4)

where (z;, z;+1) denotes the end points of the line segment
l;, and function Dist(-) denotes the length of the line
segments /; in the path p. The risk level o(p) is used to
evaluate the safety of the path for the robot, which can be
calculated by

n, X a + b if it is an infeasible path

o(p) = (5)

0 if it is a feasible path

where n,, represents the sum of the number of the obstacles
the robot collided with or passed through on the path
p; a is a penalty coefficient for the path p; and b is an
adjustment parameter.

During the movement, the energy consumption is high
and the stability of the robot is low if the path is not
smooth. So, a concept of smoothness is introduced into
the fitness function [18], which can be calculated by

c

Syt 0, liga)

where 6(l;,1;11) denotes the angle between line segments [;
and /;41; and c is a constant number.

s(p) = (6)

2.3 The Global Search

In the global search of the memetic algorithm, more at-
tention should be paid to the effectiveness issue. In the
general genetic algorithm (GGA)-based search methods,
the search efficiency will be low if the solution space is very
large. To deal with this problem, an improved GA is used
in the global search of the proposed memetic algorithm.
In this paper, the selection strategy is based on both the
roulette wheel selection and the elite selection methods
(see [18] and [19] for details), and the mutation operation
is based on the bacterial mutation operator, to avoid the
local optimum problem (see [15] and [20] for details). Here
only an improved crossover operator is introduced.

The traditional two-point crossover is unable to over-
come the local minimum problem for its less disruptive
to the chromosome [21]. To deal with this problem, an
improved two-point crossover is proposed which is based
on the individual difference D; in the population, which is
calculated by:

DI — fmax - fave c [0, 1]

fmax (7)
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(1,45,32,86,66,69,99)

Generate
randomly
Parent 1: (1,32,36.54,79,83,99) Crossover , Child 1: (1,32,32,45.66,83,99)
Parent 2: (1, 4,32.45.66,73,99) ' Child2: (1, 4,36.54.79,73,99)
(@)
Parent 1: (1,32,36,54,79,83,99) Crossover | Child 1: (1,45.66.73,79,83,99)
Parent 2: (1, 4,32,45.66,73,99) Child2: (1, 4,32,32,36,54,99)
Generate
randomly
(b) (1,45,32,86,66,69,99)

Figure 2. An example of the two-point crossover in the
global search: (a) the traditional two-point crossover and
(b) the unfixed site two-point crossover.

When D; > 0.5, the traditional two-point crossover
method is used (see Fig. 2(a)). Otherwise, an unfixed
site two-point crossover is applied, which is performed
by exchanging the gene segments of parents between two
unfixed sites (see Fig. 2(b)). Note that if an offspring
contains more than one of the same nodes, then it should
be deleted and a new path should be initialized randomly.

2.4 The Local Search

The local search is a very important part of the memetic
algorithm. In this study, a disorder strategy and a neigh-
bouring local search are used in the local search process
to accelerate the evolutionary process. The detail process
of the proposed disorder strategy is as follows: At first,
the chromosome with N — 1 line segments is disordered
and rearranged, where the first and the last point in the
chromosome must be kept unchanged. This process will
be repeated f times and Njgca new chromosomes are ob-
tained. Then, the chromosome with the best fitness is
selected from all the Njyca chromosomes and the original
chromosome.

After the disorder operator, a neighbouring local search
is adopted [22]. To the chromosome obtained by the
disorder strategy, the final point of the line segment which
is intersected by the obstacles will be replaced by its
neighbouring gene one by one (in this paper, each gene
has eight neighbouring genes and the gene occupied by the
obstacles will be wiped out directly). And the chromosome
with the best fitness will be selected from all the new
chromosomes by this replacement operator. When all the
N — 1 line segments of the chromosome are conducted by
this local search, the final chromosome is used as the new
chromosome.

2.5 The Dynamic Module

In the traditional GA-based path planning method, the
environments are always assumed to be static. But as
we know, the environment where the robot works is often
dynamic [23], [24], because there are often many moving
objects, such as human beings and pets. To deal with this
problem, a module for dynamic environment is added in
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Figure 3. The sketch map of the dynamic module to deal with the dynamic obstacle.

the proposed approach. The basic idea of the proposed
dynamic module is to generate a virtual static obstacle
for the dynamic obstacle, which is based on the movement
parameters of the moving obstacle. The basic work flow
of the dynamic module is as follows [25], [26]: (1) when a
moving obstacle is observed, the trajectory of this moving
obstacle is predicted based on its movement parameters
and (2) if the robot collides with the moving obstacle,
the path of the robot will be planned again based on
the trajectory and the direction of the moving obstacle.
A schematic diagram of this working process for robot path
planning in dynamic environment is shown in Fig. 3.

Remark. Because the proposed method is based on the
observation of the mowving objects, the robot cannot
deal with some challenging cases, such as irreqular and
rapid motion of the moving objects.

3. Simulation Experimental Studies

To test the performance of the path planning based on
the proposed memetic algorithm, some experiments are
conducted for various situations. The parameters of the
proposed approach in all the experiments are the same (see
Table 1), where the experimental environment is 20%20
(m?). To illustrate the performance of the IMA in this
paper, it is compared with the GGA and the general
memetic algorithm (GMA). All the same parameters of
the three methods are set to the same values for the com-
parability, such as the maximum iteration number, the
crossover probability and so on. In GGA and GMA, the
selection operator is the same as IMA, the crossover op-
erator is traditional two-point crossover and the mutation
operator is random mutation (the probability of muta-
tion is 0.15 in GGA and GMA). In each experiment, the
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number of points N in GGA and GMA is the same and
set by the experience (where N are set as 12, 14, 10 in
the next three experiments). In these experiments, the pa-
rameters wg, w,, Wy are the same, namely wy = %,wo = %

and wyg = % Because there are some random operations

Table 1
Parameters of the Proposed Approach for Robot Path
Planning
Parameters | Value | Remarks
Peo 0.9 | The crossover probability
Py 0.8 | The mutation probability
Pr, 0.3 | The local search probability
Sp 60 | The population size
Mg 200 | The maximum generations
a 50 | The penalty coefficient in
calculating o(p)
b 30 | The adjustment parameter in
calculating o(p)
c 800 |The constant number in
calculating s(p)
f 10 | The number of the repetitions
for the disorder strategy
6 | The parameter in calculating N
10 | The parameter in calculating N
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Figure 4. The path planning results of three methods under simple environment: (a) the initial environment of the experiment;
(b) based on the GGA method; (¢) based on the GMA method; and (d) based on the IMA method.

in these three methods, each experiment is conducted 10
times to remove the effects of the randomness. For simpli-
fication without losing generality, the robot is assumed to
be a point without having any shapes.

3.1 Under Static Environment

To prove the performance of the proposed approach in
robot path planning tasks under static environment, two
experiments are conducted. One is under a simple envi-
ronment and other one is under a complex environment.

3.1.1 Under Simple Environment

In this experiment, the environment is simple where the
number of the obstacles is small and the goal point is easy
to reach. The initial positions of the robot, the goal and
the obstacles are shown in Fig. 4(a), where the start point
of the robot is 183, and the goal is located at the point 400.
The path planning results of the three methods are shown
in Table 2 and Fig. 4(b)—(d).
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The results show that all the three methods can com-
plete the path planning task in this simple environment.
However, the average path length and the total turning
angles of the robot based on both the GGA and the GMA
method are larger than the proposed IMA approach (see
Fig. 4 and Table 2). The results mean that the proposed
method can complete the path planning task effectively
and can generate an optimal path that consumes less en-
ergy for the robot in this situation. In addition, the num-
ber of points in the path obtained by the IMA approach is
8 in this experiment, which is smaller than the GGA and
the GMA method and can decrease the computation time
of the path planning.

3.1.2 Under Complex Environment

In this experiment, the environment is more complex than
the previous one, where the obstacles are of various shapes
and the goal is located at a position difficult to reach.
Figure 5(a) shows the initial positions of the robot, the goal
and the obstacles, where the start position of the robot is 1,



Table 2

The Results of the Path Planning Task in Simple Environment

The path The average length | The deviation |The average total turning | The failed
planning method | of the path (m) |of the path length| angle of the robot (°) times
GGA 46.79 4.12 426.11 0
GMA 45.36 2.09 355.77 0
IMA 43.78 0.54 346.21 0
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Figure 5. The path planning results of three methods under complex environment: (a) the initial environment of the
experiment; (b) based on the GGA method; (c) based on the GMA method; and (d) based on the IMA method.

and the position of the goal is 400. The experimental
results are shown in Fig. 5 and Table 3.

The results in Fig. 5 show that the proposed ap-
proach can generate an optimal path for the robot under
this complex environment. However, the general GGA
method cannot find a feasible path for robot in limited
iteration steps under this complex environment. Although
the general GMA method can find some feasible path for
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robot, but the smoothness of the path generated by the
general GMA method is less than that of the proposed
approach and the length of the path generated by the
GMA method is bigger than that of the proposed approach
(see Fig. 5 and Table 3). The main reason is that the
global and local search in the proposed memetic algorithm
is more efficient than the general memetic algorithm, and
the proposed approach has a variable length chromosome,



Table 3

The Results of the Path Planning Task in Complex Environment
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Figure 6. The path planning results of three methods under dynamic environment: (a) the initial environment of the
experiment; (b) based on the GGA method; (c) based on the GMA method; and (d) based on the IMA method.

having a value 10 in this experiment. And the proposed
approach combines the global and local search very well.
Furthermore, the efficiency of the global search in the gen-
eral memetic algorithm based on the traditional two-point
crossover and random mutation will decrease obviously in
the path planning task under complex environment.
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3.2 Under Dynamic Environment

To further test the performance of the proposed method in
the dynamic environment, this experiment is conducted,
where an obstacle will move. The initial environment is
shown in Fig. 6(a), where the initial position of the robot



Table 4
The Results of the Path Planning in Dynamic Environment

The path The average length | The deviation |The average total turning | The failed
planning method | of the path (m) |of the path length| angle of the robot (°) times
GGA 43.74 9.69 536.30 1
GMA 39.28 3.21 471.83 1
IMA 36.72 0.50 342.06 0
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Figure 7. The path planning results based on the proposed approach under a large-scale environment.

and the goal are 1 and 400, respectively. The initial
position of the moving obstacle is 392. The speed of the
robot is set as V, =0.60 m/s. The moving obstacle will
move from the bottom to the top of the environment at a
speed V,=0.25 m/s. In this experiment, the work flow of
the three methods to deal with the dynamic obstacles is
the same, except the path planning approach is different.
The path planning results are shown in Fig. 6 and Table 4.

The results show that the robot will plan an optimal
path at first without knowing the dynamic obstacle and
starts to move through this path. When the robot detects
the dynamic obstacle, it will use the dynamic module to
generate a new path for the robot to avoid the obstacle.
The results in this dynamic experiment show that the pro-
posed approach can generate a new path quickly and effi-
ciently when a dynamic obstacle is detected (see Fig. 6 and
Table 4), which is very important for robot path planning
in dynamic environment. In addition, the deviation of the
path length based on the proposed approach is less than
that of the GGA and the GMA method, which shows that
the proposed approach has better stability than the other
two methods (see Table 4).

4. Discussions

The results of the simulation experiments in Section 3 show
that the proposed approach can satisfy the path planning
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task under various situations. Some performances of the
proposed approach are discussed in this section.

At first, the performance of the proposed approach in
path planning under a large-scale environment is discussed.
A simulation experiment is conducted, where the param-
eters of the proposed approach are the same as those in
Section 3, except the environment is 40%40 (m?) and the
distribution of the obstacles is more complex. The path
planning results of the proposed approach are shown in
Fig. 7. The results in Fig. 7 show that the proposed ap-
proach can deal with the path planning task under a large-
scale environment efficiently, and its performance does not
decrease violently with the increasing size of the environ-
ment. The results of this experiment further show that
the proposed approach can adapt to various complex en-
vironments very well, because the number of points in the
path for the robot is computed adaptively, and both the
global and local search ability of the proposed approach
are increased.

To discuss the effects of the disorder strategy of the
proposed approach, a comparison experiment is conducted,
where the proposed approach is compared with a memetic
algorithm without the disorder strategy. In this memetic
algorithm, all the parameters and work flow are the same
as the proposed approach, except the disorder strategy is
removed. The second experiment in Section 3.1 is used as
reference. The experimental results are shown in Fig. 8.
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Figure 8. The path planning results based on the proposed approach and the method without the disorder strategy: (a) the
generated paths based on the two methods and (b) the iteration processes of the two methods in this experiment.

Figure 9. The real robot path planning experiment in a dynamic environment.

In this experiment, the memetic algorithm without the
disorder strategy failed 3 times out of 10. Obviously,
the generated path and iteration process of the proposed
approach are more optimal than the memetic algorithm
without the disorder strategy (see Fig. 8).

5. Application on a Real Robot

To test the proposed approach in real robotic path plan-
ning, it is validated in the Amigo robot, which is the
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smallest member of the Pioneer family of mobile robot.
The Amigo robot in this experiment is equipped with eight
ultrasonic sensors to measure the distance between robot
and the obstacles around it, and two encoders to calculate
the moving distance of the robot. The results of the real
robotic path planning experiment are shown in Fig. 9.

The results in Fig. 9 show that the Amigo robot can
go through the static environment quickly and avoid the
collision with obstacles automatically (see Fig. 9(a) and
(b)). In this experiment, a human will suddenly appear in



the working environment and get in the way of the robot,
which will cause the robot to stop (see Fig. 9(c)), and
a new path will be generated quickly and the robot can
be navigated to the target safely (see the dashed line in
Fig. 9). The path length and the total turning angle of
the robot in this real experiment are 3.90 m and 433.30°,
respectively. The results of this experiment show that the
effectiveness and efficiency of the proposed approach in
real environments.

6. Conclusion

The memetic algorithm-based path planning approach of
mobile robot is investigated in this paper. To deal with
the shortcomings of the general memetic algorithm in the
path planning task, an improved memetic algorithm with
variable length chromosome is proposed, where both the
global search and the local search process are improved. In
the global process of the memetic algorithm, an improved
two-point crossover and a bacterial mutation are used to
improve the convergence of the general GA in the proposed
approach. In the local search process, a disorder strategy
and neighbouring search are used to improve the search
efficiency of the memetic algorithm. The path planning
task is achieved efficiently based on the proposed approach
under various situations, such as the environment is large
and the obstacles are linked with difficult shapes. In future
work, some new environment modelling methods and novel
bio-inspired methods will be studied in the path planning
approach for robot.
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